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NTU Company tracks the number of desktop computer systems it
sells over a year (360 days), assume they take the two-day order
policy, please use the following information to decide the best order
number so that they can satisfy 70% customers’ need. Note: For

example, 26 days out of 360, 2 desktops were sold
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e From the table of frequencies we can calculate
the relative frequencies, which becomes our
estimated probability distribution

Daily sales Relative Frequency

0

B~ O —

5/100=.05
15/100=.15
35/100=.35
25/100=.25
20/100=.20
1.00

i

P(X>2) = P(X—3) + P(X—4) =
25+.20 = 45
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e
P(X = X) = p(X) = = = x=012.
X!
E(X) =V(X) =u
w24
f(x)= : e(m)(“) —0<X<S®
o2

where m =3.14159... and e=2.71828...
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e A random variable is a function or rule that
assigns a numerical value to each simple event
IN a sample space.
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Random Variables and Probability Distributions

e There are two types of random variables:
Discrete random variable (C7)
Continuous random variable (C 8)

Shan Huei, Wang



1.1 Discrete Probability Distribution

e A table, formula, or graph that lists all possible
values a discrete random variable can assume,
together with associated probabilities, is called
a discrete probability distribution

e To calculate the probability that the random variable
X assumes the value x, P(X = x),

add the probabilities of all the simple events for which X is
equal to x, or

Use probability calculation tools (tree diagram),
Apply probability definitions

EXEe+ R 1,3,4,5,2,4,5,6,3,2,1,1,2,3

Shan Huei, Wang
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= The populationmean
= The populationvariance or standard deviation

- FREEIIER ex: P(X=3)

kA H A ZUE
o The number of students who seek assistance with their statistics
assignmentsis Poisson distributed with a mean of three per day.
What is the probability that no student seek assistance tomorrow?
P(X=0)
What is the probability that two student seek assistance tomorrow?
P(X=2)
What is the probability two or more than two student seek assistance tomorrow?
P(X>=2)
What is the probability at least two student seek assistance tomorrow?
P(X>=2)
What is the probability less than two student seek assistance tomorrow?
P(X<2)

10 Shan Huei, Wang
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1.1 Population Mean (Expected Value) cees
and Population Variance 4

e Given a discrete random variable X with values x;, that
occur with probabilities p(x;), the population mean of X is.

o JIREFIIRES(REEEER) XX

H=—
n

EX) == 3x Pl

all xj n

e Let X be a discrete random variable with possible values
X; that occur with probabilities p(x;), and let E(x;) = u. The

variance of X is defined by
The standard deviationis
o =5 |

Shan Huei, Wang
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1.1 The Mean and the Variance

e [he variance can also be calculated as follows:

V(X)=0" =E(X*)-u’ = ¥ xp(x,) -’

all X,

e Proof

E[(X - u)’]

=E[X° -2Xu+u’]

= E(X*)-2uE(X)+E(u")
=E(X")-uw

Shan Huei, Wang



1.1 Laws of Expected Value and Variance | ¢

e Laws of Expected Value
E(c)=c
E(X +c¢)=E(X) +c¢ £HE+59)

~ 45 +5
E(cX) = cE(X)
e Laws of Variance
V(c) =0 By IR0 - BB R 07
V(X +¢) = V(X) SBE+5Sy o R EIEAE N (K 0 2

V(cX) = c2V(X)

13 Shan Huei, Wang
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Example 2 S

e We are given the following probability distribution:

X 0 1 2 3
P(x){0.4 [0.3 |0.2 |0.1

e a. Calculate the mean, variance, and standard deviation

e b. Suppose that Y=3X+2. For each value of X, determine the value
of Y. What is the probability distribution of Y?

e c. Calculate the mean, variance, and standard deviation from the
probability distribution of Y.

e d. Use the laws of expected value and variance to calculate the
mean, variance, and standard deviation of Y from the mean,
variance, and standard deviation of X. Compare your answers in
Parts c and d. Are they the same (except for rounding)

Shan Huei, Wang
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Example 2

e We are given the following probability distribution:

X 0 1 2 3
P(x){0.4 [0.3 |0.2 |0.1

e a. Calculate the mean, variance, and standard deviation
e d.
E(X)= 0(0.4)+1(0.3)+ 2(0.2)+3(0.1)= 1
V(X)=E(X?)-u?
=(0)%(0.4)+(1)4(0.3)+(2)2(0.2)+(3)#(0.1)-(1)> =1

Shan Huei, Wang



Example 2 oo

e We are given the following probability distribution:

X 0 1 2 3
P(x)0.4 0.3 |0.2 |0.1

e b. Suppose that Y=3X+2. For each value of X, determine the value
of Y. What is the probability distribution of Y?

e c. Calculate the mean, variance, and standard deviation from the
probability distribution of Y.

o E(Y)= 2(0.4)+ 5(0.3)+ 8(0.2)+
X 0 1 2 3 11(0.1)=5

y 2)[5 [8 [11 | VO=ErHEMY

P(x)0.4 10.30.2|0.1 =(2)%(0.4)+(5)(0.3)+(8)%(0.2)+(1
1)2(0.1)-(5)2 =9

=3*0+2 Shan Huei, Wang



Example 2 oo

e We are given the following probability distribution:

X 0 1 2 3
P(x)0.4 |0.3 |{0.2 |0.1

e d. Use the laws of expected value and variance to calculate the
mean, variance, and standard deviation of Y from the mean,
variance, and standard deviation of X. Compare your answers in
Parts c and d. Are they the same (except for rounding)

Y=3X+2, E(X)=1, V(X)=1

d. E(Y) = E(3X+2)
=3E(X)+2 =5

V(Y) = V(3X+2)
=9V(X)=9

17 Shan Huei, Wang
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e The bivariate (or joint) distribution is used when
the relationship between two random variables is
studied.

o WELEBNEE RN SHRIHC
e The probability that X assumes the value x, and Y

assumes the value y is denoted
p(x,y) = P(X=xand Y =vy)

The joint probability function
satisfies thefollowingconditions :
1. 0=p(x,y) =1

2. 3 >p(x.y)=1

all xall 'y

Shan Huei, Wang
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X
Y 0 1 2
0 12 42 .06
1 21 .06 .03
2 .07 .02 .01

19

S T A e

Step1:4:>Kmarginal dis.
Step2: IR ATRE
Step3fLALT
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e The joint distribution can be described by the mean,
variance, and standard deviation of each variable.
e This is done using the marginal distributions.
X Step1:st>kKmarginal dis.

Joint pro. v 0 1 > o)

00 2 a2 08 | 80 bl ), e
p(0,1) 21 06 .03 | .30 marginal
p(0,2) [ - 07 02 01 10 probability.

p(x) | .40 50 10 1.00

4|

The marginal probability P(X=0)

20 Shan Huei, Wang
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1.3 Describing the Bivariate Distribution | 22°

e The joint distribution can be described by the mean,
variance, and standard deviation of each variable.

e This is done using the marginal distributions.

g

X
Y 0 1 2 p(y)
0 .12 42 06 60

1 2 30

: /gg,/m/(o
o(x) @) 1.00

Step2:F RN IE

X p(x) 'y p(y)
0 ,’ 0 6
1 1 3
2 1 2 1

E(X) = E(Y) =

VX)=  V(Y)=

Shan Huei, Wang



1.3 Describing the Bivariate Distribution | 22°

e The jointdistribution can be described by the mean, variance, and
standard deviation of each variable.

e Thisis done using the marginal distributions.

Step3: A LALT
X X p(x) vy p(y)
Y 0 1 2 p(y) 0 4 0 .0
0 12 42 .06 60 1 5 1 3
1 21 .06 .03 30 2 1 2 1
2 07 02 01 10
p(X) 40 50 10 1.00 EX)=.7 EY)=.5
V(X)=.41 V(Y)= .45

E(X)=0*0.4+1*0.5+2*0.1=0.7
V(X)= E(X?2)-u?
=(0)2(0.4)+(1)%(0.5)+(2)3(0.1)-(0.7)270.41

22 Shan Huei, Wang
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o0
Overall review of Chapter 7 and 8 .

 Binomial distribution  Uniform Distribution
 Poisson Distribution « Normal Distribution
« Standard Normal
Distribution

 Exponential Distribution
* t Distribution
* F Distribution
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= ~ ¥k5rEe: Binomial distribution 3T

e [he binomial experiment can result in only one
of two possible outcomes. (1)) ord<fy )

e Binomial Experiment

e There are n trials (n is finite and fixed).

e Eachtrial canresultin a successora failure.

e The probability p of successis the same for all the trials.
e All the trials of the experiment are independent

e Binomial Random Variable

e The binomial random variable counts the number of successes
in n trials of the binomial experiment.

e By definition, this is a discrete random variable (& Z8HY5E).

Shan Huei, Wang
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In general, The binomial probability is calculated by:

P(X =x) =p(x)=Cip"(1-p)™"

n!
x!(n-x)!
Mean and Variance of Binomial Variable
E(X)=u=np

V(X)=s"=np(1-p)

where C; =




3. Binomial distribution oec

0.3

0.15

01

WL L,

O 1 2 3 4 5 6 7 8% 9 10 11 12 13 14 15 16 17 18 19 20

e Binomial distribution forn =20
p = 0.1 (blue), p=0.5(green)and p = 0.8 (red)

26 Shan Huei, Wang



Example 4 ($8{£4,5,6) §§§:

o In the game of blackjack as played in casinos in Las Vegas,
Atlantic City, Niagara Falls, as well as many other cities, the
dealer has the advantages. Most players do not play very well. As
a result, the probability that the average player wins a about
45%.Find the probability that an average player wins

a. twice in 5 hands
b. ten or more times in 25 hands

Step 1: 342 p (BEZHHIHERE) |, n (BAED
Step 2:{{<figted H £ Zx ? P(X=2)=7

Step3:AAAT (orZEEg Hexcel>Kfi# )

27 Shan Huei, Wang



Example 4 ($8{84,5,6) 4

o In the game of blackjack as played in casinos in Las Vegas,
Atlantic City, Niagara Falls, as well as many other cities, the
dealer has the advantages. Most players do not play very well. As
a result, the probability that the average player wins a about
45%.Find the probability that an average player wins

a. twice in 5 hands
b. ten or more times in 25 hands

Step 1:3%E] p (BEZHAVEER) n (A
> p=0.45,9=1-0.45=0.55

\ CR = PXx(1—P)"*
Step 2:/RHRE HFEIX ?
(a) P(X=2) (@) P(X =2) = C3 *0.45%x (1 — 0.45)% =0.3369

“=S#nE5
e (b)) P(X>10)=1-P(X <9)
9

(b) P(X>=10)

*E%ﬁﬁnxeé25 =1- (z Ci25 * 0.45! % (1 — 0_45)n—i)
xX=i

=0.7576
28 Step3 /fﬁ/\/l;\\ﬁ ( Or%'%% exceljzﬁiﬁ > Shan Huei, Wang
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Example 4 ($8{£14,5,6) §§§:

In the game of blackjack as played in casinos in Las Vegas,
Atlantic City, Niagara Falls, as well as many other cities, the
dealer has the advantages. Most players do not play very well. As
a result, the probability that the average player wins a about

45% .Find the probability that an average player wins

twice in 5 hands
ten or more times in 25 hands

Step 1:#%5] p (IR ) \n (BEARED)

> p=0.45,q=1-0.45=0.55 BINOM.DIST( X, N, p, 1) Bk
« P(X<=6)
Step 2:fkHa-E H T FIx ? BINOM.DIST( X, N, p, 0)> B BHE R
(@) P(X=2) « P(X=6)
*320 Y o K
EHENES (2)=BINOM.DIST(2,5,0.45.0)
N 205 (b)=1-(BINOM.DIST(9,25.0.45,1))
—0.7576

Step3:AAAT (orZEEg Hexcel>Kfi# )

Shan Huei, Wang
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HW#6.When a customer places an order with Rudy’s On-Line Office Supplies,
a computerized accounting information system (AIS) automatically checks to se¢
if the customer has exceeded his or her credit limit. Past records indicate that the
probability of customers exceeding their credit limit 1s 0.05. Suppose that, on a
given day, 20 customers place orders. Assume that the number of customers that
the AIS detects as having exceeded their credit limit is distributed as a binomial
random variable. (&~ =5 A\ ZE ) ~Binomial dist.

1.What are the mean and standard deviation of the number of customers

exceeding their credit limits?

2.What is the probability that zero customers will exceed their limits?

3.What 1s the probability that one customer will exceed his or her limit?

4 What is the probability that two or more customers will exceed their

limits?
Step 1:#Z p (BIIHIHER) |, n (BEAED
--> p=0.05,n=20

Step 2:{{HEH H L EIx ?
(a) u=np, var=npq,
(b)P(X=0)

(c) P(X=1)

(d) P(X>=2)

Shan Huei, Wang



31

(X X )
0000
6. When a customer places an order with Rudy’s On-Line Office Supplies, a computerized : : : °
accounting information system (AIS) automatically checksto see if the customer has oo

exceeded his or her credit limit. Past records indicate that the probability of customers
exceeding their credit limit is 0.05. Suppose that, on a given day, 20 customers place
orders. Assume thatthe number of customers that the AIS detects as having exceeded their
credit limit is distributed as a binomial random variable.

1.What are the mean and standard deviation of the number of customers exceeding

their credit limits?

2.What is the probability that zero customers will exceed their limits?

3.What is the probability that one customer will exceed his or her limit?

4 What is the probability that two or more customers will exceed their limits?

Step 1:#4E] p (HDIIHEES) |, n (FEARED)

—~> p=0.05,n=20 BINOM.DIST( X, N, p, 1)> B2 #ik=%

B |- (o A
Step 2:(KIEE B HEX? P(x=6)  CINOM-DISTOX N, p, 0)> SRR

(E);;”_% (@) u=np=0.05*20=1
gc)) P((X_—1) sd=sqrt(npq)=sqrt (20*0.05*0.95)=0.9747
- (b)=BINOM.DIST(0,20,0.05,0)=0.3858

)
(d) P(X>=2)
(<)=BINOM.DIST(1,20,0.05,0)=0.3774
(d)=1-(BINOM.DIST(1,20,0.05,1))=0.2642

Shan Huei, Wang
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e A famous quote of Poissonis: "Life is good for only two things:

Discovering mathematics and teaching mathematics."

Shan Huei, Wang
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e The Poisson Random Variable (E{i7 i[RI 2R Z8L)
e The Poisson variable indicates the number of
successes that occur during a given time interval
or in a specific region in a Poisson experiment

e Probability Distribution of the Poisson Random
Variable. o~
P(X = X) = p(x) = |“ X =0,1,2..
X!
E(X) =V(X)=u

Step 1:3%E u (BEALFRFFE VAR D)
Step 2:{KHGE H e gx ? (P(X=6)=?
Step3:AAAT (orZE g Hexcel>KfiF )

Shan Huei, Wang



Example 5 (ZH{£17.8) -

e The number of students who seek assistance with
their statistics assignments is Poisson distributed
with a mean of three per day.

What is the probability that no student seek assistance
tomorrow?

Find the probability that 10 students seek assistancein
a week.

34 Shan Huei, Wang



Example 5 (F2{L17.8) sels

S The number of students who seek assistance with their statistics ®
assignmentsis Poisson distributed with a mean of three per day.

a. Whatis the probability that no student seek assistance tomorrow?
b. Find the probability that 10 students seek assistance in a week.

Step 1:34%2] u (BEAZHFEIHVAREE)
>— KA =EEE (u=3)
Step 2:{{< e H £ Fx ?

(@) P(X=0)=
(b) P(X=10)=
Step3:LALT
-w, . X -3,7)\0
o aP(X=0withp=3= * It =2 G = 0.0498
X!

e b.P(X=10withy=21)= ¢"v" = ¢'2D" =0,0035
x! 10!

35 Shan Huei, Wang




HW# 8. Snowfalls occur randomly and independently over the
course of winter in a Minnesota city. The average 1s one
snowfall every 3 days.
1.What is the probability of five snowfalls in 2 weeks?
2.Find the probability of a snowfall today.

Step 1: 3% u (FEALAFfEIRY A EL)
>—KE1BTE (u=1/3)

Step 2:{{< e H £ Zx °

(a) P(X=5)= | o ehut e TMB3(14/3)
* L% gu=14/3 aP(X=5with n =14/3) = . = <’ .
( b) P(X=1 )= e fu® e—' 3 (1 ;«)'.
*FEEFAYU=1/3 b.P(X=1with up= 1/3)= t = 1\' °) .
x! !
Step3:fLAL

36 Shan Huei, Wang



HW# 8. Snowfalls occur randomly and independently over the
course of winter in a Minnesota city. The average 1s one
snowfall every 3 days.
1.What is the probability of five snowfalls in 2 weeks?
2.Find the probability of a snowfall today.

Step 1: 35 u (BEAIFHEAYREZE)  POISSON.DIST( X, u,1)> BfEHg#E
>— KA1 TE (u=1/3) . P(X<=6)
POISSON.DIST( X, u,0) > B & E %

Step 2:{xHE-E H I Fx ? « P(X=6)
(a) P(X=5)=
*FEFEYu=14/3 (a) POISSON.DIST(5, 14/3,0)=0.1734

(b) POISSON.DIST( 1, 1/3,0)=0.2388
(b) P(X=10)=
*IEHFAYu=1/3
Step3: A LALT

37 Shan Huei, Wang
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4. WFEEEEZHSETRTT B AR EZE2E 0T - EE &SR E NN FE - Flan
AL EZRAR TAFE B 60 &[T - YFZ/ VBRI T RTSOEERE - JEMEst T
A~ B RIEEET A& 40 5% > B 45 20 58) KAECHAEFEE 60 5k - FEsRa it B
[EE(EE R 22T A GLE BH » 20 A~ BBERENYL - BFEEGHIE R - H
§1 A GHYRE H /23R G S B T AT SR SR - (NI EF] A GHY [ E255 B HH AT S5
o PEASTEG LEH O 5 AEGBERE - AlE] X K2 > B GHVEHEHR A Y
AEER T LAFTERAE SR - (NIEEEF] B GHYE S35 B Al 88T - AL EFE LE]
X > IS A G EAETEE > HIE O - AEEEET - AsmR AL [ES2EEAVERE O 8l X » =&
E BRI A AL AL P IS S SUEEE - (HAl R REC T B E=DIAVIRT - BHEEEK
(B 1% - ZENEEER 60 sREZFEGET A 25 k& O » 35 5RE] X - g5 {ICKEAEARDLE 25 -
A 2/ DEEBIRY [E1 22 G AE R TH TR R ?

L EAB A° i EBE | o, P(B)

P(B)= P(4) = P(BlA) + P( A° )+ P(B|A°)

25 40

20
2 L PBlA) + 52« P(BlAC
20~ g0 " P(BIA) + o5+ P(BIAS)

25 40

= — %
60 60

P(X) +=2 %*(1-P(X))

\
s B A (after)

«FEk EAGHE B BEVHEA (HREE—E5E)



