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Numerical Descriptive Techniques




Agenda
> TR M Re
Mean, Median, Mode

Standard Deviation, Variance
Chebysheff’s Theorem

> [ RERHIAR B
Percentiles
Quartiles & Box plot

> Q0] 078 WA SRR M Bl AR

Covariance, Correlation

> VEZET




> IRESEIT

TR R o A

SACHY SRR IO (R E

TNLER)

R

HEFF

Step 1: %ﬁh
Step 2:

Step 3:

N Ry 8L

» A A2 H4H15

T8N (2+2)/2=2

A

WARRER] i




—, THRETRHI 22
> fl< ST A AP BN T R AzE)| °
JSAE] 0 2 3 0 1 5 2 3
PET 0 0 1 2 2 || 3 4 5
Step 1: %EFF?

Step 2: R EAMERME > FrCUE L FHIEL

Step 3: iz 8 2




. TR iR RE
> S BT A BTE R B B B T

== 185 190 188 173 170 173 188 185 190
HEF 170 173 173 185 185 188 188 190 190

> Mean (*V-YJ8L) » =average(range)=183.3
> Median (o) > TOLE=9+1)2=5 (B4

! + (L.
, Mode (B TFI{E, 185)
> 173,185,188,190




— . Relationship among Mean, Median, and Modeg e

FHI=EGER, HELMEIE 2 Why?

a
a 5 5 5 m
b 5 4 2
4 7

C
A positively skewed distribution A negatively skewed distribution
(“skewed to the right”) (“skewed to the left”)
/ ) b f 5
s/_l// \\H""--____E-_ _______,a-"f/ \\\h
Mode' Mean Mean | Mode

Median Median



X X
. 0000
— . Variance... 13
:.
: . . population mean
» The variance of a population 1s:
N 2
0.2 _ E,’:l(x,' —.u)
/ N
. population size .
> The variance of a sample 1s: sample mean

4
82 B Ein=1(xi —X)Z
B n-1

Note! the denominator is sample size (n) minus one !



— . Variance...

» As you can see, you have to calculate the sample mean
(x-bar) 1n order to calculate the sample variance.

> Alternatively, there 1s a short-cut formulation to
calculate sample variance directly from the data without
the intermediate step of calculating the mean. Its given

by:0

o

n n 2]
1 2 x? (E,’=1 x,‘)

n-1\liz1 no |




Proof

S2=ﬁ[z(xi—)_c)2]

= -E(xl.z—le.)_c+)_cz)]

L =258 x +nx
n-—1 E( ) E l ]

n
_L_E(xf)—zz—( %) +-z—( x")z}
_ n n
=L-E(xi2)—-2—( xi)z]
_ n
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— _ Variancel Ji&,
> 4 RIRHIIF4

B Ry B A
5z B A =
> TABHBIIR,

e i B

N
He
&
E=N

°?

2y inta

AR

e

Mean

Jack

10

Steven

10

L1
7]

G SN

y IRAR B a4
LB, (E g P —AL P REZ
e Ly 1R 7 R R e ) AR T

AT N BEE, A TR BT

o A Pl

? MM, RS (L TS

Jack o ge ERETE Fra Lt 2~18F ]

10-1*sd=10-8=2
10+1*sd=10+8=18



— . Coeftficient of Variation (CV) |s2::

> The coefficient of variation of a set of observations 1$
the standard deviation of the observations divided by
their mean, that is:

v Population coefficient of variation = CV = o/ u

v Sample coefficient of variation=cv = ¢/

> CVEFHEBEZA &% ( measure of relative dispersion )
v SRR AL R AR E T, (&g E R )
v B ESHRE BE EA AH R, (HAEE B R R R 2 2 RAE T

_ 5c¢ _ 10
c:v1-—i170 e CV2= —%60 74

11



— . Coefficient of Variation (CV) |2z

> AMNCEEERET, HASoRGE T,

> WSRAREHGH, IRERA% T B EEET 2 Why?

Mean sd

Jack 300 20
Steven 300 25
Mean sd

Jack 300 20
Steven 250 20

12

a) #Ejack, [N fysd/)N

b) ##jack, [K F mean X or (CV/\)

Jack’'s CVV=20/300
Steven’s CV=20/250



— . The Empirical Rule(# HE 45 L) ‘ 0o
A

Approximately 68% of all observations fall
within one standard deviation of the mean.

=
—35 =25 —=1s 0 +1s +25 +3s

Approximately 95% of all observations fall
within two standard deviations of the mean.

A

e
35 =25 =15 0 +1s5 +25 +35

Approximately 99.7% of all observations fall » 7 N
within three standard deviations of the mean. 3525 —15 0 +15 +25 +3s

13
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— . The Empirical Rule(‘# HE /7 Bic) | 22

FAREE R, BAE/NSRATHESE, #94 mean=7077, sd=5

. BEx = Ak Bhistogram & #H 5d, GE68% ) 77

W, KB &sr B 2

> Stepl: JoFH 2R IR MEE

v 68 &y — AR HEE

> Step2: 77 B 65~75
+ (70-1%5=65,70+1*5=75)

[ -

L
m

—35 =25 =15 0 415 +25 +3s



— . The Empirical Rule(‘# HE /7 Hic) | 22

> WA, R mean=7077, sd=5, R
= Ak Bhistogram & 88 5B, BRI KA %79/)% B
geEE 2 (o ERZO ATl )

A 95% N & E
Step1: Jo H & 2 AR A2
Ex: (mean-60)/sd= (70-60)/5=2
Step2: 2R EZE, KI2595%
Step3: (1-95%)/2="~gr it i L 3] 4 N

ep{ ( 00;\ 151_/3 { 40 .
EX:AIH2.5% & ¢ 5 “35 05 -15 0 +15 +25 +3
60 70 80

vV V VYV Y V

15
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—. Chebysheff’s Theorem (FEFHE/THE) | ecet

A more general interpretation of the standard deviation 1s derived from
Chebysheff’s Theorem, which applies to all shapes of histograms (not just
bell shaped).

The proportion of observations in any sample that lie within k standard
deviations of the mean is at least:

> FESEIENEE ) RORA %D L)
> k=2, BIE75%E1E Ml s
> k=3, B 90% 5 1E i [H]

For k=2 (say), the theorem states
that at least 3/4 of all observations

lie within 2 standard deviations of
1 -5 fOl" k > 1 the mean. This is a “lower bound”
k compared to Empirical Rule’s

approximation (95%).



17

— . Chebysheff’s Theorem (FEFHESTHL) | oot

> BE E [ AYE — R R ) 2604y, FEUE
A4y, A 100N, B A A5
Aerhd, FERIEE EEAHF L0 A2 38
77 fA]?

Step 1: SR A& IR

Ex: (82-38)/11=4

Step2:5k k"™ 1
EX: Fk?2=4, k=2

\ \ k
Step3: LA FNFIAZL > BILLKH 75%
Step4:75%*100=75 A



. THREEHIEEN R | e

> Percentile

v The pth percentile of a set of measurements is the value
for which

p percent of the observations are less than that value

100(1-p) percent of all the observations are greater than that
value.

v Example
Suppose your score 1s the 60% percentile of a SAT test. Then

60% of all the scores lie here

Your score

18



T TARE R B R

Quartiles :

» Commonly used percentiles
First (lower) decile = 10th percentile

First (lower) quartile, Q;, = 25th percentile
Second (middle)quartile,Q,, = 50th percentile
Third quartile, Q;, = 75th percentile
Ninth (upper) decile = 90th percentile

B HEQ1/E25%7
25 50 75

PPy R TA 0

19

100
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[.ocation of Percentiles

» Find the location of any percentile using the
formula

> S HHE R B HIAR B
> AR, AXEANE

P
L, =(n+1)—
P ("')100

wherelL, is thelocation of the P™ percentile
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Interquartile Range (IQR) :

» This 1s a measure of the spread of the middle 50%
of the observations

» Large value indicates a large spread of the
observations

Interquartile range = Q;- Q,

» Outlier =1.5* IQR



Box Plot (F22[&]) 1

W

» This 1s a pictorial display that provides the
main descriptive measures of the data set:

L -the largest observation

Q; - The upper quartile
Q, - The median
Q, - The lower quartile

S - The smallest observation

IQR=Q3-Q1

utlier
15Q,-Q) | is@eq)
} * Whisker ?_H Whisker | ©
S L

Q  Q Q
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Box example 02

2. Arandom sample of Boston Marathon runners was drawn and the times to complete

the race were recorded.
a. Draw the box plot.

b. What are the quartiles?

¢. Identify outliers.

d. What information does the box plot deliver?

e TV AAWANY ALALANVA LALAVYVANIALL WA WA VALAW NJINJiM IJL\JU NWAWALAL Y WA

a) A0{A] =5 [

. data = data analysis plus = box plot

b) QI, Q2, Q3, IQR, S,L

c) 1.5* IQR



Example 5 (FAEELZH LRE)

» Determine the first, second, and third quartiles of
the following data

» Draw the box plot

10.5 14.7 15.3 17.7 15.9 12.2 10.0 14.1 13.9
18.5 13.9 15.1 14.7

24
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‘oooo
e 1 2 3 4 5 6 7 8 9 10 11 12 13
A%l 10 [ 1051221139139 |14.1 147|147 1151|153 159 |17.7|18.5
Step 1:HEFF14 305 S A © 12.2
Step2: =Kt T #1184 fE 0.5 ~FE 34+ » 0.5+

v Q1:L25=(13+1)*25/100=3.5
the first quartile is 13.05

v Q2:L50=(13+1)*50/100=7
the first quartileis 14.7

v Q3: L75=(13+1)*75/100=10.5
the first quartileis 15.6

v IQR=15.6-13.05=2.55
1.5%2.55=3.825
13.05-3.825=9.225 (/&)
15.6+3.825=19.425 (45)

v S:10 (LB EFZEE 2050 4F)

v L:18.5(hiB&E5255118.5)
WEBHE R, A E{E AR 1.5*IQR>% A outlier)

fEfE: (13.9-12.2)*0.5=0.85
Q1:12.2+0.85=13.05

107 FHVEE * 15.3

0.5F RFTFZE0FMIM ] » 0.5z
FiEME: (15.9-15.3)*0.5=0.3
Q1:15.3+0.3=15.6

5(Q;-Q)) 1.5(Q,- Q)

| - Whisker — —®
S Q  Q Q L
10 1305147 156 185
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LAl FN9E WA

We now present two numerical measures of linear relationship
that provide information as to the strength & direction of a
linear relationship between two variables (1f one exists).

They are the covariance and the coefficient of correlation.

Covariance - 1s there any pattern to the way two variables
move together?

Coefficient of correlation - how strong 1s the linear
relationship between two variables?



Covariance... population mean of variable X, variable Y| ©

|

6 )00, 10)

Population covariance =0, = =

N

sample mean of variable X, variable Y

n \_ \_
Y (x; =)y, - Y)

Sample covariance =s _ = -=

/

Note: divisor is n-1, not n as you may expect.

n-1

27



Covariance...

» In much the same way there was a “shortcut” for
calculating sample variance without having to
calculate the sample mean, there 1s also a shortcut
for calculating sample covariance without having
to first calculate the mean:




Covariance... (Generally speaking)

»When two variables move 1n the same direction (both
increase or both decrease), the covariance will be a large
positive number.

»When two variables move 1n opposite directions, the
covariance 1s a large negative number.

»When there 1s no particular pattern,the covariance1s a
small number.

29



Coefticient of Correlation... 020

> The coefficient of correlation is defined as the
covariance divided by the standard deviations of the
variables:

Xy

Population coefficient of correlation: p =

Xy

Greek letter
\\ rhO"

xy

Sample coetticient of correlation: r =
LS‘ .LY

This coefficient answers the question:
How strong is the association between X and Y?
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Coeffticient of Correlation... :

»The advantage of the coefficient of correlation over
covariance 1s that it has fixed range from -1 to +1, thus:

»1If the two variables are very strongly positivelyrelated, the
coefficient value 1s close to +1 (strong positive linear
relationship).

»1If the two variables are very strongly negativelyrelated, the
coefficient value 1s close to -1 (strong negative linear
relationship).

»No straight line relationshipis indicated by a coefficient
close to zero.
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Coeffticient of Correlation...

41 Strong positive linear relationship

porr=<

0 No linear relationship

\-1 Strong negative linear relationship




Example 6 (AL /\ &)

> A retailer wanted to estimate the monthly fixed and variable

selling expenses. As a first step she collected data from the

past 8 months. The total selling expenses (in $thousands) and
the total sales (in $thousands were recorded and listed below.

Total sales

Selling Expenses

20

14

40

16

60

18

50

17

50

18

55

18

60

18

70

20

» Compute the covariance and the coefficient of correlation

33
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0000
[ X X X}
[ X X )
° (X ]
Solution o
20 14 400 196 280
40 16 1600 256 640
60 18 3600 324 1080
50 17 2500 280 850
50 18 2500 324 900
55 18 3025 324 990
60 18 3600 324 1080
70 20 4900 400 1400
Total 405 139 22.125 2.437 7.220
n n n

Cov.

1= 1=1

D xi=22125 Zn“ yi =2.437
1=1

15 (4035)(139)

n
D x;y; =7,220

1=1

}=26.16
8



Solution -

2 2 1=1 1 (405)-
S. = X — — 22.125 =2 .

= n—1 ; ! n 8—1|: 1 :| 31.7
s, =afs2 =4/231.7 =15.22

_ ( n s
z ¥i !

> 1 I = ) 1 (139)°
s2 = . : = 2437 —~—""2 | =3.

¥ n—1 ZILYI n 8S—1 S 3-13
Sy =+fs3 =+f3.13=1.77

S xy 26.16

r = L9711

SxSy B J(15.22)1.77) -

Cor.

35
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Excel N [ Cov. &)
» Example 3:

Sl

SUE Ryl A ?

SPSS output
Correlations
[ et 1 Education
Internet | Pearson Correlation 1|l 642*1
19. (2-tailed) 000
Sum of Squares and 22054036 | 2888000
‘ Covariance 88.570 ‘ 11.598
e 255 250
Education | Pearson Correlation ,642*' 1
Sig. (O-tailed) 000
Sum:_’f) E}%‘fis and | oeR000 | 918.000
‘ Covariance 11.598 3.687
N 250 250

**, Correlation is significant at the 0.01 level (2-tailed).

Covariance

Internet Education

Internet 88.21614
Education 11.552 3.672

Coefficient of Correlation

Internet Education

Internet 1

| Education 0.641847 I 1
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Excel NHJCov F

» Example 3:

sarexcel#H * (n/n-1)

1 HHE - A
SR ]

Covariance

Internet Education

Internet

Education

88.21614

11.552 3.672

Coefticient of Correlation

Internet Education

Internet

1

Education 0.641847 1

SPSS output 88.216*(250/249)=88.57
Correlations

Internet Education

Internet Pearson Correlation 1 64294
Sig. (2-tailed) 000
Sum of Squares and 22054036 | 2888000
‘ Covariance 88.570 ‘ 11.598
e 255 250
Education  Pearson Correlation 642%4 1

Sig. (2-tailed) 000
Sum of quares and 1228 () 918,000
O~ JIUUULLS

I-S:)?ariance 11.598 3.687
N 250 250

**, Correlation is significant at the 0.01 level (2-tailed).



LATIEZ RGN, Var., i& 1
covariance HYJ 455 2 e

sample mean or variable X, variable Y

\_ \
N (x, =)y, - )

Sample covariance =s_ = -=

/

n-1
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> PAZIEIE 2 9:10

> RSN (N ELRE )

> AR, FTAFAR~

> iR B/ NGB WAL (B E)
> & E|manually, FEHBLTE

1-3EEN&GRE, 4-8FH

> Office =W T =
> https://download.cc.ntu.edu.tw/index.php




