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e Any variable that is measured over time in sequential
order is called a time series.

e \We analyze time series to detect patterns.

e The patterns help in forecasting future values of the time
series.

o [HFFTEMIERIERY » (HEER AT nReN /B TCSRIME L
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Predicted value

The time series exhibita
downward trend pattern.
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e A time series can consist of four
components.
Long - term trend (T).
Cyclical effect (C).
Seasonal effect (S).
Random variation (R).

A trendis a long term relatively smooth pattemn or direction, that persists
usually for more than one year.
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e A time series can consists of four

components.
Long - term trend (T)
Cyclical variation (C)
Seasonal variation (S)
Random variation (R)

6/90 6/93 6/96 6/99 6/02

A cycle is a wavelike patterndescribing a long term behavior (for more than one

year). & BARVEE S ~ B4 5 SR IR

Cycles are seldomregular,and often appearin combination with other components
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e A time series can consists of four

components.

e Long - term trend (T).
o Cyclical effect (C).

e Seasonal effect (S).

e Random variation (R).

6197 12197 6198 12198 6/99

The seasonal component of the time series exhibits a short term (less than one
year) calendarrepetitive behavior. /=45 ARV EA ~ /4 i iy 25 0K
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e A time series can consists of four
components.

Long - term trend (T).
Cyclical effect (C).
Seasonal effect (S).
Random variation (R).

Random variation comprises the irregular
unpredictable changes in the time series.
It tends to hide the other (more predictable)

components. Ikt R 75 EfE 240 =

We try to remove random variation
thereby, identify the other components.
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e To identify the components present in the time
series, we need first to remove the random
variation.

o NHEEMNEHSS - RIgEZEIMEENISZE - FTLlFR
ZFI FHsmoothing techniques sk R S L B Y
Bo 4R

TS

o HEHNNAIEE (Moving Averages )
o F5ENVEE (Exponentially Smoothed Time Series )




2.1 BEIEYE  (Moving Averages) 05

o A k-period moving average for time
period t is the arithmetic average of
the time series values around period t.

— For example: A 3-period moving average at
period tis calculated by (yi.4 + Vi + Visq)/3
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2.1 BENIER)E  (Moving Averages* o0

To forecast future gasoline sales, the last four

years quarterly sales were recorded.
Calculate the three-quarter and five-quarter

moving average.

Period

Year/Quarter Gas Sales

1

1

1

39
37
61
58

o G|l W DN

N = WODN

18
56
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2.1 BE)EYE  (Moving Averages) ¢

¢ SOIUtlon Period Gas 3-period 5-period
Solving by hand : Sales moving Avd movi’r:g Av¢
(39+37+61)/3= 245 6667 *
(39+37+61+58+18)/5= 52 500} 42.6000
4 45.6667 46.0000
5 44.0000 55.0000
6 52.0000 48.2000
7 55.0000 44.8000
8 50.0000 55.0000
9 45.6667 53.6000
10 53.0000 50.4000
11 61.3333 55.8000
12 56.3333 56.0000
13 54.0000 60.2000
14 62.0000 63.6000
15 66.0000 *
16 2 *
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2.1 BEIERE  (Moving Averages) | 8252

Moving Average

3-period moving average

7 8 91011121314 1516
Data Point

_\
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Notice how the averaging processremoves some of the random variation.
Comment: We can identify a trend component and seasonality as well.
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2.1 BE)IEHTE  (Moving Averages) | eee?

100

12 3 45 6 7 89

10 11 12 13 14 15 16

The 5-period moving average
removes more variation than the
3-period moving average.

— 5-period moving average

100

80 +

W AN

40 s B \//

20 +

0 —t—t— 11+ ——+—
123 456 738 91011121314 1516

Too much smoothing may eliminate
patterns of interest.

Here, the seasonality is removed when
using 5-period moving average.

Too little smoothing leaves much
of the variation, which disguises
the real patterns.
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Example 1

e For the following time series, compute the

three-period moving averages.

Period Time Series Period Time Series
1 48 7 43
2 41 8 52
3 37 9 60
4 32 10 48
5 36 11 41
6 31 12 30
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Time series
48
41
37
32
36
31
43
52
60
48
41
30

Solution 1

Moving average
X

(48+41+37
(41+37+32
(37+32+36
(32+36+31
(36+31+43
(31+43+52
(43+52+60
(52+60+438
(60+48+41
(48+41+30

X

13=42.00
/3 =36.67
/3 =35.00
/3=33.00
/3 =36.67
13=42.00
/3 =51.67
/3 =53.33
13 =49.67
/3 =39.67

N N N N N N N N e e’
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2.1 Centered Moving Average |

With an even number of observations included
iIn the moving average, the average is placed
between the two periods in the middle.

To place the moving average in an actual time
period, we need to center it.

Two consecutive moving averages are
centered by taking their average, and placing
it in the middle between them.
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2.1 Centered Moving Average: Examle

e Calculate the 4-period moving average and
center it, for the data given below:

Period Time series Moving Avg. Centerd
Mov.Avg.
1 157
(2.5%: 27 19.0 ) o
6] - — 21.5 ) '
58 4 . 175 j 19.50
3 25 ~
6 11 /
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2.2 ¥88EYEYE  (Exponentially Smoothed Time Series) | oo
[

S, = wy, + (1-W)Sy, |

S; = exponentially smoothed time series at
time t.

y; = time series at time t.

S, = exponentially smoothed time series at
time t-1.

w = smoothing constant, where 0 £ w £ 1.

18



2.2 FRE - ¥E¥E (Exponentially Smoothed Time Series)

Calculate the gasoline sale smoothed time series
using exponential smoothing withw =.2, and w = .7

Set 81 = VY1

Period

Gas
Sales

39

S1=39:

S, =Wy, + (1-w)S

37

S, =(.2)(37) +(1-.2)(39)

S5 = wys + (1-w)S;

61

S, = (.2)(61)+ (1-.2)(38.6)= 43.1

19
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Example 2

e Apply exponential smoothing with w=0.1 to
help detect the components of the
following time series

Period |1 2 3 4 5 6 7 8 9 10

Time 38 |43 |42 |45 |46 48 50 49 46 45
Series
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Time series
38
43
42
45
46
48
50
49
46
45

Solution 2

\

S = wy + (1-w)S¢.

=

Exponentially smoothed time series

38
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. 9(38) = 38.50

. 9(38.50) = 38.85
. 9(38.85) = 39.47
. 9(39.47) = 40.12
.9(40.12) = 40.91
. 9(40.91) = 41.82
. 9(41.82) = 42.53
9(42.53) = 42.88
9(42.88) = 43.09
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2.3 IS (Trend or Seasonal Effects)

e The trend component of a time series can be
Inear or non-linear.

e |ltis easy to isolate the trend component using
Inear regression.

For linear trend use the model y =, + 4t + €.

For non-linear trend with one (major) change
In slope use the quadratic model y = 35 + p4t +
thz + €




2.3 MREABLEEIM M 1E  (Trend or Seasonal Effects) | sec

e Seasonal variation may occur within a year or within a
shorter period (month, week) 755 255 HH

e To measure the seasonal effects we construct seasonal
indexes. FETHEZ=EIME(F H a8

e Seasonal indexes express the degree to which the
seasons differ from the average time series value across
all %%%?ons FEIEEE > A DLARE & e BdRR

MZE E

23
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2.3 HBIZBLEE M S5ME (Trend or Seasonal Effects) 0o

e Remove the effects of the seasonal and random
variations by regression analysis BB AR S

JA’z =b0 +b1t

* For each time period compute the ratio SHEELA

Ytl9t
which removes most of the trend variation

+ For each season calculate the average of y,ly, *&Zursy
which provides the measure of seasonality. TR

» Adjust the average above so that te sum of averages of
all seasons is 1 (if necessary) R R
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2.3 Computing Seasonal Indexes |
Calculate the quarterly seasonal indexes
for hotel occupancy rate in order to
measure seasonal variation.
Year Quarter Rate Year Quarter Rate Year Quarter Rate
1996 1 0.561 1998 1 0.594 2000 1 0.665
2 0.702 2 0.738 2 0.835
3 0.8 3 0.729 3 0.873
4 0.568 4 0.6 4 0.67
1997 1 0.575 1999 1 0.622
2 0.738 2 0.708
3 0.868 3 0.806
4 0.605 4 0.632
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2.3 Computing Seasonal Indexes

o Step1: Perform regression analysis for the
model y = 3, + B4t + € where t represents the
time, and y represents the occupancy rate.

Time (t) Rate

. ONO OV, WN -

0.561
0.702
0.800
0.568
0.575
0.738
0.868
0.605

Rate

y=0.639368+0.0052406t

© &7 e 9000000
a

) 10 15 20
The regression line represents trend.

25
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Step2: The Ratios

t Y, Ratio
1 .561 645 .061/.645=.870
2 .702 650 .702/.650=1.08
3 e NG
=.639368+.005245(1)
No trend is observed, but
y _ seasonality and randomness
9_t Rate/Predicted rate still exist.
15 :
e B N =N
05
o+—+—r—"F—+—"rr"r—"rrT T T
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Step3: The Average Ratios by Seasons 2:°

Rate/Predicted rate
/0.870
/1.080
v1.221
0.860
7 0.864
/1.100
/1.284
0.888
+/0.865
V/1.067
' 1.046
0.854
0.879
+0.993
V1122
Vv/0.874
0.913
1.138

' 1.181
+0.900

* To remove most of the random variation
but leave the seasonal effects,average
the terms , / v, for each season.

Rate/Predicted rate

1.9

0.5

Average ratio for quarter1: ~ (.870+ .864 + .865 + .879 + .913)/5=.878
Average ratio for quarter2: (1.080+1.100+1.067+.993+1.138)/5=1.076
Average ratio for quarter 3: (1.221+1.284+1.046+1.122+1.181)/5=1.171

Average ratio for quarter4: (.860 +.888 +.854 +.874 +.900)/ 5= .875
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Step4: Adjusting the Average Ratios §§§:

e In this example the sum of all the averaged ratios must be
4, such that the average ratio per seasonis equal to 1.

e If the sum of all the ratios is not 4, we need to adjust them
proportionately.

In our problem the sum of all the averaged ratios is equal to 4:
878 +1.076 + 1.171 + .875=4.0.
No normalization is needed. These ratios become the seasonal indexes.

Suppose the sum of ratios is equal to 4.1. Then each
ratio will be multiplied by 4/4.1

(Seasonal averaged ratio) (number of seasons)
Sum of averaged ratios

Seasonal index =
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cece
Example 3 oo
[
e For the following time series, compute the
seasonal (daily) index. The regression line is
$=16.8+0.366¢ (=1,2,...,20)
o Week+
Day+ 1¢ 2¢ 3¢ 4e
Monday+ 12¢ 11¢ 14¢ 17¢
Tuesday+ 18¢ 17¢ 16¢ 2l¢
Wednesday+ 164 19¢ 164 20¢
Thutsday+< 25¢ 24¢ 28¢ 24¢
Friday+ 314 27¢ 25¢ 32¢
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. XX,
Solution 3 (1) soes
XXX
Step: Ffaf%4 537 715 Y hat cec
9 =b0 + b1t +¢ °
9 = 16.8+ 0.366t + ¢ e
Step 2: Eratio
Week Day Period t y Y v/ v
1 1 1 12 17.2 0699 >
2 2 18 17.5 1.027
3 3 16 17.9 0.894
4 4 25 18.3 1.369
5 5 31 18.6
2 1 6 11 19.0 @
2 7 17 19.4 0.878
3 8 19 19.7 0.963
4 ) 24 20.1 1.194
5 10 27 20.5 1.320
3 1 11 14 20.8
2 12 16 21.2 0.755
3 13 16 21.6 0.742
4 14 28 21.9 1.277
5 15 25 22.3 1,122
4 1 16 17 22.7
2 17 21 23.0 0.912
3 18 20 23.4 0.855
4 19 24 23.8 1.010
5 20 32 24.1 1.327
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Solution 3 (2) 33

Step 3: FHEEH GEEM HEFT > B _HHT..)

Day
Week Monddy,  Tuesday  Wednesday  Thursday  Friday  Total

l 699 1.027 894 1.369 1664

2 579 878 963 1.194 1320

3 072 755 742 1.277 1.122

4 750 912 855 1.010 1327
Average 803 864 1213 1358 5.003
Seasonal

Index 892 864 1212 5,000

Step 4: FEFfEE (RAMEIIA KL BIPAESRE)

0.675%5
5.003

1.358%5
5.003

=0.6745 (H{0.675) =1.3571 (H{1.357)
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cece
Solution 3 (3) 0o
Day

Week Monday ~ Tuesday ~ Wednesday — Thursday — Friday  Total

1 699 1.027 894 1.369 1.664

2 878 963 1.194 1.320

3 755 742 1.277 1122

4 912 855 1.010 1.327

Average 393 304 1.213 1358 5.003

Seasonal

Index 8 84 120 5,000

Step 4: TR EH =AU E BT > TUEUE SR-FY
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3. T —HFEHE| (Forecasting) 0o’

e The choice of a forecasting technique
depends on the components identified in
the time series.

e [he techniques discussed next are:
e Exponential smoothing

e Seasonal indexes
e Autoregressive models (a brief discussion)
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3.1 Forecasting with Exponential Smoothin\g

e [he exponential smoothing model can be used
to produce forecasts when the time series...

exhibits gradual(not a sharp) trend
no cyclical effects
no seasonal effects

e Forecast for period t+k is computed by

Fiok = St e —mais
where t is the current period;

St = wy; + (1-0)S¢.4
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Time series
38
43
42
45
46
48
50
49
46
45

Example 2

\

S=wy + (WS, |

Exponentially smoothed time series

38

~ B~ B
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. 9(38) = 38.50

. 9(38.50) = 38.85
. 9(38.85) = 39.47
. 9(39.47) = 40.12
.9(40.12) = 40.91
. 9(40.91) = 41.82
. 9(41.82) = 42.53
9(42.53) = 42.88
9(42.88) = 43.09

S10=43.09

TEH S11=43.09
TEOHI S12=43.09
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3.2 Forecasting with Seasonal Indexes |

e Linear regression and seasonal indexes to
forecast the time series that composes trend
with seasonality

e The model
F =[b, +b.]-SI,]
Lineartrend value for period t, Seasonalindex

obtained from the linear regression for period t.
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3.3 Computing Seasonal Indexes |
Calculate the quarterly seasonal indexes for hote
occupancy rate in order to measure seasonal
variation. Z[1{a] FE 20014 UZE &Ry 21-y24)7?
Year Quarter Rate Year Quarter Rate Year Quarter Rate
1996 1 0.561 1998 1 0.594 2000 1 0.665
2 0.702 2 0.738 2 0.835
3 0.8 3 0.729 3 0.873
4 0.568 4 0.6 4 0.67
1997 1 0.575 1999 1 0.622
2 0.738 2 0.708
3 0.868 3 0.806
4 0.605 4 0.632
yi =.639 +.00525t
BFEE ‘ Ao ELIE S
S Sy TR TEMYy21-y247
S2:1.076
S3:1.171

% 54=0.875
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3.3 Forecasting with Seasonal Indexes: §§§:
Example o

e The trend line was obtained from the
regression analysis.

Jt =.639 +.00525¢

F=[b, +b,t]-SI,|

— For the year 2001 we have:

F21=639+.00525 (21)=.749 Fyy = .749(.878)
t\FrqndvaIue Quarter S| Forecast
21 749 1 878[.658 %
22 755 2 1.076] .812
23 760 3 1.171] .890
24 765 4 875] .670




Example 4 5

e The following trend line and seasonal indexes were
computed from 10 years of quarterly observations.
Forecast the next year’s time series.

y=150+3t ¢=1,2,K ,40

Quarter Seasonal
Index AT LT RR 44 A 2

0.7
1.2
1.5
0.6

~ITWIN|-




Solution 4 0o

Y41=150+3(41)=273 Y41=273%0.7=191.1

Quarter 7 v =150+ 3¢ SI Forecast
1 41 273 7 191.1
2 42 276 1.2 331.2
3 43 279 1.5 418.5
-+ 44 282 .6 169.2

F=[b, +b.]-SI,]




3.3 Autoregressive models

e Autocorrelation among the errors of the
regression model provides opportunity to
produce accurate forecasts.

e In a stationary time series (no trend and no
seasonality) correlation between consecutive
residuals leads to the following autoregressive
model:

Yi = Bo * P1Ye1 T &

42
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Autoregressive models

e Example 20.6 (Xm20-06)

Forecast the increase in the Consumer Price
Index (CPI) for the year 2000, based on the
annual percentage increase in the CPI
collected for the years 1980 - 1990.

y(t)
13.5
10.4
6.1
3.2

- BN WODN -




Autoregressive model;

Example

e The estimated model has the form

Yi = bo + b1yt—1

Y ()

13.5__
10.4—

]
6.1«

]
3.2«
4.3

Y () The increase in the CP!
~— 4135 for periods 1, 2, 3,... are
— 10.4 predictors of the
— 6.1 increase in the CPI for

3.2 periods 2, 3, 4,...,
4.3 .
respectively.

44
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000
. 000
Autoregressive model; oo
Example
Fylil =217 [A] F1980-20008/ - 20004F T /2 521 8

SUMMARY OUTPUT

Regression Statistics

P, =1.20+.59y,_,

Multiple R 0.8748 Forecast for 2000 (¢t = 21):
R Square 0.7653 ~
Adjusted R Square 0.7515 Vo1 = 1.20 + 595)/20
Standard Error 0.9898
Observations 19 = 1.20 + .59(2.2) = 2.50
ANOVA

df SS MS F Significance F
Regression 1 94.31 94.31 55.44 0.0000
Residual 17 16.66 0.98
Total 18 70.97

Coefficients | Standard Error  t Stat = P-value

Intercept 1.20 0.42 290 0.0100
X Variable 1 0.59 0.08 7.45  0.0000
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4, LB TR A 3

e A forecasting method can be selected by
evaluating its forecast accuracy using the
actual time series.

e The two most commonly used
measures of forecast accuracy are:

Mean Absolute Deviation E\yt -

MAD = =]
Sum of Squares for Forecast Error

n
SSE= Y (vt -F)’
t=1




Example S 05

5. Two forecasting models were used to predict the future values of a time series.
These are shown 1n the accompanying table, together with the actual values.

Forecast Value F, Actual Value y,
Model 1 Model 2

9.0 1.7 7.6

7.8 8.1 8.2

7.0 8.5 8.9

9.6 9.0 11.0

Compute the mean absolute deviation (MAD) and sum of squares for forecast (SSE)
for each model to determine which was more accurate.
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Solution 5 02
[
n
Eh’t R 17.6—9]+18.27.8|+]8.9-7.0|+|11—9.6|
o = MAD1=" 27.81+89-7. -1 275

n 4

n
SSE = E(yt ~R)? SSE1=(7.6 — 9)2+(8.2 — 7.8)%+(8.7 — 7) (11 — 9.6)2=7.69
t=1

3.
Model MAD SSE
1 1.275 7.69
2 0.650 4.18

Model 2 was more accurate since it had the smallest MAD and SSE values.



